
MAIN RESEARCH QUESTION CAN DIFFERENT OBJECTS BE GROUPED INTO HOMOGENEOUS GROUPS (CLUSTERS)?

EXAMPLE FORMATION OF PERSONALITY TYPES BASED ON PSYCHOGRAPHIC CHARACTERISTICS.

TYPE OF ANALYSIS STRUCTURE-DISCOVERING METHOD

MEASUREMENT LEVEL

OF THE VARIABLES

ALL TYPES OF SCALE LEVELS (NOMINAL, ORDINAL, METRIC)
(NO DISTINCTION BETWEEN DEPENDENT AND INDEPENDENT VARIABLES)

RECOMMENDATIONS  IN A FIRST STEP, APPLY THE SINGLE-LINKAGE METHOD (NEAREST NEIGHBOR) TO
IDENTIFY OUTLIERS.

 ELIMINATE OUTLIERS AND SUBSEQUENTLY APPLY ANOTHER AGGLOMERATIVE
PROCEDURE (E.G. WARD’S METHOD) TO THE REDUCED DATA SET. 

 OPTIMIZE THE CLUSTERING SOLUTION BY USING THE K-MEANS METHOD.
 ASSESS THE ROBUSTNESS OF THE CLUSTERING SOLUTION.
 POSSIBLY APPLY DISCRIMINANT ANALYSIS TO THE CLUSTER SOLUTION TO ANALYZE

DISTINGUISHING FEATURES OF THE CLUSTERS.
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